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The Shift to Inference at Scale

By 2020, the inference to training ratio will be 10:1 or greater

Al hardware # one size fits all




Different workloads, different considerations

Training Inference
o Key metric: time to train o Key metric: 777?




Different workloads, different considerations

Training Inference
o Key metric: time to train o Key metric: 777?
» Throughput
» Latency
» SWaP constraints
» Cost
» Flexibility to support non-

DL workloads

Lack of cloud compute
access

» Unified SW stack

A\




Approach

1: Leverage Existing Compute

Large C_lOUd USErs emploY_CPU Ranking Photo [Photo Text Search 'II:?:ngsul:ﬁ?) Spam Speech
extensively for deep learning Algorithm | Tagging |Generation P
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Training
Resource

RNN

Training
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Source Paper: research.fb.com/wpcontent/uploads/2017/12/hpca-2018-facebook.pdf
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Intel® Al Customer

PHILIPS

Fortune-500 leader in diagnostic imaging

THE NEED
Help radiologists quickly and accurately read more scans.

THE CHALLENGE

Cost-effectively deploy deep-learning inference on
scanning machines already in the field.

THE SOLUTION

Use new software to optimize Intel® Xeon® Scalable
processors and get more out of CPU-based infrastructure.

THE RESULT

188x acceleration on bone-age model; 37x on lung model;
value added to 45,000 existing servers.

MAGE

& RECOGNITION

Other names and brands may be claimed as the property of others.



Al for Good and Satellite Imagery

Intel Al is working with a major
NGO to develop algorithms for on-
demand foundational mapping for
disaster response

* Deploy trained models on deep-
learning optimized CPU cloud
instances for country-scale
inference




Approach #2: Leverage Accelerators

Optimize for: M%‘%ES
* Throughput osice

e Latency ; :
« Power efficiency . @
- Specific workloads i e ]




= Microsoft

INTEL" ARRIA™ AND STRATIX" FPGA

Automated Search with Bing
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Detecting poachers with Al at the edge

MOVIDIUS ||
inside”




WHERE DO WE GO FROM HERE?
WHERE HAVE WE SEEN BREAKTHROUGHS, AND WHAT DROVE THEM?




Advances in NLP

* Google and BERT

* OpenAl and GPT-2




SYSTEM PROMP1 A train carriage containing controlled nuclear materials was stolen in

(HUMAN-WRITTEN)

Cincinnati today. Its whereabouts are unknown.

https://openai.com/blog/better-language-models/#sample2 \
mtel Al ‘ 14
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MODEL The incident occurred on the downtown train line, which runs from
COMPLELLION Covington and Ashland stations.

(MACHINE-
WRITTEN, FIRS
: In an email to Ohio news outlets, the U.S. Department of Energy said
it is working with the Federal Railroad Administration to find
the thief.

“The theft of this nuclear material will have significant negative
consequences on public and environmental health, our workforce and
the economy of our nation,” said Tom Hicks, the U.S. Energy
Secretary, in a statement. “Our top priority is to secure the theft
and ensure it doesn’t happen again.”

The stolen material was taken from the University of Cincinnati’s
Research Triangle Park nuclear research site, according to a news
release from Department officials.

The Nuclear Regulatory Commission did not immediately release
any information.

According to the release, the U.S. Department of Energy's Office of
Nuclear Material Safety and Security is leading that
team’s investigation.

https://openai.com/blog/better-language-models/#sample2 \
mtel Al ‘ 15
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SYSTEM PROMPT In a shocking finding, scientist discovered a herd of unicorns living in a
remote, previously unexplored valley, in the Andes Mountains. Even more
surprising to the researchers was the fact that the unicorns spoke
perfect English.

(HUMAN-WRITTEN)




The scientist named the population, after their distinctive horn,
Ovid’s Unicorn. These four-horned, silver-white unicorns were
previously unknown to science.

Now, after almost two centuries, the mystery of what sparked this
odd phenomenon is finally solved.

Dr. Jorge Pérez, an evolutionary biologist from the University of La
Paz, and several companions, were exploring the Andes Mountains when
they found a small valley, with no other animals or humans. Pérez
noticed that the valley had what appeared to be a natural fountain,
surrounded by two peaks of rock and silver snow.

Pérez and the others then ventured further into the valley. “By the
time we reached the top of one peak, the water looked blue, with
some crystals on top,” said Pérez.




Model | #Parameters ____

Medium-sized LSTM 10M

ELMo O0M
GPT 110M
BERT-Large 320M

GPT-2 1.5B




Petaflop/s-day (Training)
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AlexNet to AlphaGo Zero: A 300,000x Increase in Compute

e AlexNet
e Dropout

2013

e AlphaGo Zero

e AlphaZero

e Neural Machine Translation
e Neural Architecture Search

e TI7 Dota 1vi

e Xception
VGG e DeepSpeech2
®Seq2Seq e ResNets
e GoogleNet

® Visualizing and Understanding Conv Nets

¢DQN

2014 2015 2016 2017 2018 2019
Year

Stanford CS 224




Model (Not Just Data) Parallelism

« Data parallelism is the whole model running concurrently (model size
limited by single node memory capacity); model parallelism is splitting
up a model in such a way that each part can be evaluated concurrently,
l.e. the order does NOT matter

* Why train large models?
— Quality improves with model size; understands more about the world

— Train 1 big model then fine tune it for different things — transfer learning
* Reduces inference latency with computation spread across devices

« Exploration today: Language applications (billions of parameters)

* Challenges: Very tricky to design the algos

@D A | 20




Model And/Or Kernel Parallelism As a Solution

Kernel Parallelism Model Parallelism

O Split a kernel (or single/multi-layers) and 0 Run multiple different kernels (or layers)
distribute across multiple chips, HBMs, TPCs across multiple chips/HBMs/TPCs

U Ideal for layers requiring very large compute U Ideal for workloads with several layers that
and/or memory resources even with small can run in pipelined/concurrent (i.e., for
batch sizes layers without data dependency between

them) even with small batch sizes

Users able to see multiple
chips as a single logical
device

CPUJGPU-> ASIC-> MULTICHIP




ROI of Moving to New Compute Domains

Deploy faster, potential ~ Memory Limit
to drive ROI of HBM

A
|

/New capabilities with large models

/af@ datasets: Realistic GANs, strong
RL prodels, near-human accurate

/z%;)ds,/ﬁ{rd problems”

Iteration time too
slow for
development or use
case needs

TTT / Dataset Size

Model not trainable (not enough
data, unless pre-training)

g

Model Size (FLOPs, # Parameters)
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