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Mobile Edge Computing (MEC)

« MEC plays a key role in bringing cloud functionalities to the
edge that in close proximity to mobile users or devices.
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Computation Offloading

Computation offloading is the transfer of resource intensive computational
tasks to an external platform, such as a cluster, grid, or a cloud.

Offloading may be necessary due to hardware limitations of a devices, such
as limited computational power, storage, and energy.

Storage resource
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Computing resource

Offloading decision includes: . »
Offloading decision

should be

1) Whether offloading or not?
2) How much resources can be
obtained?
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Challenges & motivations

The authors generally formulated the joint optimization of
computational resources and offloading decision as a mixed

integer nonlinear programming (MINLP) problem, which is
NP-hard.

e This NP-hard problem is usually solved by

Accura cy < seeking an optimal (or sub-optimal) solution
using traditional mathematical algorithms.

o e Usually, huge computation overhead is
EffICIency < introduced, which increases the delay
obtaining the solutions.
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Network scenario & assumptions

Total N devices in the network, N' = {d;.ds.....dx}.

« We assume that each device has only one computation-intensive
task (denoted as J.. Vi € N) to be processed at a time, which is
atomic and cannot be further divided.

 Denote D; € {0,1} as the computation offloading decision of d;, so
the offloading decision vector for all devices can be expressed as

D = {D;|i € N'}, which is a N-dimensional binary vector.

resource (i.e., central processing unit (CPU) cycles per
| second) vector by the MES. Hence, the offloading
0 ~ strategy for all devices can be definedas S = {D,F}

MEC Plane
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) e Let F = {fili € N} bethe allocated computational
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System models

Communication model:

« The mobile devices are assumed to operate using non-orthogonal multiple access
(NOMA) such that the data from different mobile devices can be decoded separately
from the superposed signal using multiuser detection algorithms at the AP.

< The received SINR of d; served by the AP is SINR, = Pilhil?_
. 0% + 2 jmira P Ry[?
» Computing model:

X/

_ .
% Local execution delay: 7/ = ﬁ
'

. : i, (V2.
¢ Local energy consumption: i = K (fe) G
< Local weighted-cost: O = a7/ + (1 — a)el, Vie N
« Offloading delay and energy consumption:
i_ Si G
o= Wiloga(1 + SINR;) + fi’
i Pg.'i‘t' P}r:i
£y = - :
Wilog2(1 + SINR;) fi

s Offloading weighted-cost:
Ol =ari+(1—a), Vie N
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Problem formulation and analysis

We define the sum cost of the MEC system as the weighted-sum
cost of all the devices: o, , - Y~ (1-D,) 0} + DO}
ieN
« We formulate the joint offloading and computational resource
allocation as a weighted-sum cost minimization problem:
P1 (Original problem):

minimize Oyptar
(D.F}

st. Cl: D; €{0,1}, Vie N, o O
. o = argmin !
C2: (1-D;)ri + Diri < 0, {E‘F} tota
C3:0<f;<F VieN,

N
C4: ) Dfi<F,VieN.

i=1
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Multi-task learning framework

The offloading decision making is formulated as a multiclass
classification problem and the computational resource
allocation is formulated as a regression problem.

Offline (one-time)

Data Collection :> Training ]
(Alogrithm 2) (Alogrithm 3) |
Prediction of
C D* and F* ><: Inference (::w;ﬂ“ameters

Online (in real-time)
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Data collection (1/2)

Given the parameters in

traversing all the possible combinations of D and S with the exhaustive

the table, we generate the dataset by

searching algorithm, to minimize the weighted-sum cost.

Parameters

Value range

The number of devices (V)
Data payload size (s)

2 — 8]
[1 — 500] kbits

CPU cycle required to process the data (¢) | [3 — 1500] Megacycles
CPU frequency of the device (f7) [1Hz — 1GHz]
Weights of delay and enerey cost (., 3) (0.0 — 1.0]

Input parameters

Minimize the D* and §*
total cost
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Data collection (2/2)

* We generate and collect training dataset in the MATLAB environment
using a computer with NIVIDA GPU TITAN X (Pascal).

e The GPU can accelerate the matrix calculation in MATLAB.

Algorithm 2: Dataset Generation Algorithm

Initialization: : =0, " = &;

Iteration:
1: while 7 < dataset size do
2 i1+ 1;
3:  Generate input parameters set (X;) for all devices:
4:  Formulate the optimization problem P1 as (18);
5 Solve P1 with exhaustive searching method and

record the optimal solution as Y; = (D*, ©*):

6:  Add an input/output pair S; = {X;,Y;} to §*:
7: end while
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Offline training

For the classifier, 1. = ——ZY Inf(X
i—=1

. » [ = xele+ xily

* For the regressor, 1, = 1 Z (Y; — f(Xy))?
T

! Classification !
1 1

Cross-entropy
loss

1T i

e | Qitondng dci) i
parﬂrﬂelers : : | |
---------------------------- Weighted-sum
_______________________________ e loss

i

Softmax |

ElptHdd -1 Hidden-2 Hiddenk Clpfut

Sigmoid || MSE loss

Regresssion

---------------------------------
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The pre-trained model

* An example of the pre-trained MTL model with N = 3

Input
parameters

Hidden-1 Hidden-2

n'm/i
\.——.

"

Output

Primary task D*
(Classification)

Awuxiliary task *
(Regression) @

Multi-task forward neural network model
(trained offling)
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Testing results (1/2)

We compare with a benchmark scheme “sBB” which is
implemented using the MATLAB toolbox of the APMonitor
Optimization Suite (http://APMonitor.com).

Performance index:

— Computation complexity:

b= Total execution time
The smaller ~ Number of samples
the better — Computation accuracy:
t w: . Number of correct predictions
The larger ClasSification: = Total number of predictions
the better : 1 m N . . "
Regression:| & = —— . . Lt
The smaller s B mN Zz:l Zj:l(yj ‘Lj)
the better =
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http://apmonitor.com/

Testing results (2/2)

H:"T_"“H sBB MTFENN with xy. =x; =1
2 T0%, 0.055, 14.1 ms 96%, 0.016, 2.5 us
3 62%, 0.047, 14.2 ms 89%, 0.027, 2.5 us
4 587, 0.053, 14.5 ms 83%, 0.029, 2.2 us
5 47%, 0.051, 15.2 ms 50%, 0.021, 2.0 ps
M, £, tN5
e sBB MTENN with y- =0, y; =1
N —
5 47%, 0.051, 15.2 ms 78%, 0.009, 5.0 ps
6 42%. 0.092, 15.8 ms 82%. 0.009, 5.7 us
7 38%, 0.095, 16.6 ms §1%, 0.009, 3.6 ps
8 34%, 0.097, 16.9 ms 78%, 0.009, 3.9 ps
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Simulation results (1/4)

hree benchmark offloading approaches
— Full offloading (FOF)
— None offloading (NOF)

— Random offloading (ROF): The ROF scheme denotes that all the tasks

will be executed by the two ways above randomly.
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Simulation results (2/4)
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Simulation results (3/4)
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Simulation results (4/4)
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Contributions

We propose a multi-task learning based solution that can adapt to the
varying network conditions and the changing requirements of devices’
applications.

e The MTL is trained offline and only one time. After the MTL model is
trained, it can be directly used to generate the optimal solution of the
MINLP problem with high accuracy in near-real-time.

e The proposed MTL model outperforms the conventional optimization
algorithms significantly in terms of computation time (four orders of
magnitude) and inference accuracy (up to two times better).
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