Fibonacci and Lucas Differential Equations

1Esra Erkus-Duman and 2Hakan Ciftci

1Department of Mathematics
Gazi University
Teknikokullar TR-06500
Ankara, Turkey
eerkusduman@gmail.com

2Department of Physics
Gazi University
Teknikokullar TR-06500
Ankara, Turkey
hciftci@gazi.edu.tr

Received: March 27, 2018; Accepted: June 20, 2018

Abstract

The second-order linear hypergeometric differential equation and the hypergeometric function play a central role in many areas of mathematics and physics. The purpose of this paper is to obtain differential equations and the hypergeometric forms of the Fibonacci and the Lucas polynomials. We also write again these polynomials by means of Olver’s hypergeometric functions. In addition, we present some relations between these polynomials and the other well-known functions.

Keywords: Fibonacci Polynomial; Lucas Polynomial; Recurrence Relation; Gaussian Function; Hypergeometric Differential Equation

MSC 2010 No.: 11B39, 33C05

1. Introduction

In modern science there is a huge interest in the theory and application of the Fibonacci and the Lucas numbers (Hawkins et al. (2015), Koshy (2001), Lee (2000)). The Fibonacci and the Lucas polynomials are also important in a wide variety of research subjects (Djordjević (2001), Erkus-
Large classes of polynomials can be defined by Fibonacci-like recurrence relation. Fibonacci polynomials were studied in 1883 by the Belgian mathematician Eugene Charles Catalan and the German mathematician E. Jacobsthal. The polynomials \( F_n(x) \) studied by Catalan are defined by the recurrence relation

\[
F_n(x) = xF_{n-1}(x) + F_{n-2}(x), \quad n \geq 3,
\]

where \( F_1(x) = 1, F_2(x) = x \). These polynomials also yield recurrence relation

\[
F'_{n+1}(x) = \frac{n+1}{2} F_n(x) + \frac{x}{2} F'_n(x).
\]

The Lucas polynomials \( L_n(x) \), originally studied in 1970 by Bicknell, are defined by

\[
L_n(x) = xL_{n-1}(x) + L_{n-2}(x), \quad n \geq 2,
\]

where \( L_0(x) = 2, L_1(x) = x \). These polynomials also yield recurrence relation

\[
L'_{n+1}(x) = \frac{n+1}{2} \left[ L_n(x) + \frac{x}{n} L'_n(x) \right].
\]

Euler (1769) formed the hypergeometric differential equation of the form

\[
x(1-x)y'' + [c - (a + b + 1) x] y' - aby = 0,
\]

which has three regular singular points: 0, 1 and \( \infty \). The hypergeometric differential equation is a prototype: Every ordinary differential equation of second-order with at most three regular singular points can be brought to the hypergeometric differential equation by means of a suitable change of variables.

The solutions of hypergeometric differential equation include many of the most interesting special functions of mathematical physics (Bailey (1935), Rainville (1960), Srivastava and Manocha (1984)). Solutions of the hypergeometric differential equation are built out of the hypergeometric series. The solution of Euler’s hypergeometric differential equation is called hypergeometric function or Gaussian function \( _2F_1 \) introduce by Gauss (1813) as follows:

\[
_2F_1(a, b; c; x) = \sum_{k=0}^{\infty} \frac{(a)_k(b)_k}{(c)_k k!} x^k,
\]

whose natural generalization of an arbitrary number of \( p \) numerator and \( q \) denominator parameters \((p, q \in \mathbb{N}_0 := \mathbb{N} \cup \{0\})\) is called and denoted by the generalized hypergeometric series \( _pF_q \) defined by

\[
_pF_q \left[ \begin{array}{c}
\alpha_1, \ldots, \alpha_p; \\
\beta_1, \ldots, \beta_q;
\end{array} \right] z = \sum_{k=0}^{\infty} \frac{(\alpha_1)_k \ldots (\alpha_p)_k z^k}{(\beta_1)_k \ldots (\beta_q)_k k!} = _pF_q (\alpha_1, \ldots, \alpha_p; \beta_1, \ldots, \beta_q; z).
\]
Here $(\lambda)_\nu$ denotes the Pochhammer symbol defined (in terms of the gamma function) by

$$(\lambda)_\nu = \frac{\Gamma(\lambda + \nu)}{\Gamma(\lambda)} \quad (\lambda \in \mathbb{C} \setminus \mathbb{Z}_0^-)$$

and $\mathbb{Z}_0^-$ denotes the set of nonpositive integers and $\Gamma(\lambda)$ is the familiar Gamma function.

In this paper, we obtain a differential equation for the Fibonacci polynomials and the hypergeometric form of these polynomials via the hypergeometric differential equation and the Gaussian function. Similarly, we get a differential equation for the Lucas polynomials and the hypergeometric form of these polynomials. Finally, we derive the Fibonacci and the Lucas polynomials in terms of the Olver’s hypergeometric functions and give some relations between these polynomials and some known functions such as Legendre, Gegenbauer, Jacobi.

2. Fibonacci Polynomials

In this section, we obtain Fibonacci differential equation and the hypergeometric form of the Fibonacci polynomials. Then, we give some relations between the Fibonacci polynomials and associated Legendre functions, Gegenbauer functions, Jacobi functions, respectively.

**Theorem 2.1.**

The Fibonacci polynomials $F_n(x)$ satisfy the differential equation

$$(x^2 + 4) y'' + 3xy' - (n^2 - 1) y = 0.$$  \hspace{1cm} (7)

**Proof:**

Combining the recurrence relations (1) and (2) for the Fibonacci polynomials $F_n(x)$ and after some calculations, we arrive at the desired result. $\blacksquare$

**Theorem 2.2.**

The Fibonacci polynomials $F_n(x)$ can be written by the hypergeometric function as follows:

$$F_n(x) = \left. 2F_1 \left( \frac{1 - n}{2}, \frac{1 + n}{2}; \frac{3}{2}; 1 + \frac{x^2}{4} \right) \right|_{1}.$$  \hspace{1cm} (8)

**Proof:**

Because the Fibonacci polynomials $F_n(x)$ is the solution of the equation (7), we can write

$$\left( 1 + \frac{x^2}{4} \right) F_n'' + \frac{3x}{4} F_n' - \frac{n^2 - 1}{4} F_n = 0.$$  

Here, if we use the mapping $z = 1 + \frac{x^2}{4}$, then we get

$$z (1 - z) \frac{d^2 F_n}{dz^2} + \left( \frac{3}{2} - 2z \right) \frac{dF_n}{dz} + \frac{n^2 - 1}{4} F_n = 0.$$
Comparing the last equation with the hypergeometric differential equation (5), we obtain the constants

\[ a = \frac{1 - n}{2}, \quad b = \frac{1 + n}{2}, \quad c = \frac{3}{2}. \]

Since solutions of the hypergeometric differential equation are the hypergeometric functions \( \genfrac{2}{1}{1}{a}{2} \), we get

\[ F_n(z) = \genfrac{2}{1}{1}{1 - n}{2}, \frac{1 + n}{2}; \frac{3}{2}; z \].

Now, writing again \( z = 1 + \frac{x^2}{4} \) in the solution, the proof is completed.

\[ \genfrac{2}{1}{1}{a}{2} (a, b; c; z) \] is the standard notation for the principal solution of the hypergeometric differential equation (5). But it is more convenient to develop the theory in terms of the function

\[ \mathbf{F}(a, b; c; z) = \genfrac{2}{1}{1}{a}{2} (a, b; c; z) \frac{\Gamma(c)}{\Gamma(c)}, \tag{9} \]

because this leads to fewer restrictions and simpler formulas. From (6) and (9), we have

\[ \mathbf{F}(a, b; c; z) = \sum_{k=0}^{\infty} \frac{(a)_k (b)_k z^k}{\Gamma(c + k) k!}, \quad (|z| < 1), \]

which is known as Olver’s hypergeometric function (Olver (1997)).

Olver also obtained various relations between these polynomials and other known functions. Two of them are

\[ \mathbf{F}(a, 1 - a; c; z) = \left( -z \right)^{1 - a} \frac{1}{1 - z} P_{-a}^{1-c} (1 - 2z), \tag{10} \]

\[ \mathbf{F} \left( a, b; \frac{a + b + 1}{2}; z \right) = (-z (1 - z))^{1 - \frac{a + b + 1}{2}} P_{-a - b - \frac{1}{2}}^{1-c} (1 - 2z), \tag{11} \]

where \( P_{-\mu}^{-\nu}(z) \) is the associated Legendre function (Abramowitz and Stegun (1972)). This function is a solution of the associated Legendre equation

\[ (1 - z^2) \frac{d^2 y}{dz^2} - 2z \frac{dy}{dz} + \left\{ \nu (\nu + 1) - \frac{\mu^2}{1 - z^2} \right\} y = 0, \]

which is important in various branches of applied mathematics and physics, particularly in the solution of Laplace’s equation in spherical polar or spheroidal coordinates.

On the other hand, any hypergeometric function for which a quadratic transformation exists can be expressed in terms of associated Legendre functions. So, we can write the following relations between these functions and other known functions:

\[ P_{\nu}^\mu(x) = \frac{2^\mu \Gamma(1 - 2\mu) \Gamma(\nu + \mu + 1)}{\Gamma(\nu - \mu + 1) \Gamma(1 - \mu) (x^2 - 1)^{\frac{\mu}{2}}} C_\nu^{(\frac{3}{2} - \mu)}(x), \tag{12} \]
where the Gegenbauer function $C_{\nu}^\mu (x)$ is a generalization of the Gegenbauer (or ultraspherical) polynomials and has the representation (Erdélyi et al. (1955))

$$C_{\nu}^\mu (x) = \frac{\Gamma (\nu + 2\mu)}{\Gamma (\nu + 1) \Gamma (2\mu)} 2F_1 \left( \nu + 2\mu, -\nu; \mu + \frac{1}{2}; \frac{1 - x}{2} \right).$$

Also,

$$P_{\nu}^\mu (x) = \frac{1}{\Gamma (1 - \mu)} \left( \frac{x + 1}{x - 1} \right)^{\mu/2} \phi_{-i(2\nu+1)} \left( \text{arcsinh} \left( \left( \frac{x - 1}{2} \right)^{1/2} \right) \right),$$

where the Jacobi function $\phi_{\lambda}^{(\alpha,\beta)} (x)$ is a generalization of the Jacobi polynomials and has the representation (Abramowitz and Stegun (1972))

$$\phi_{\lambda}^{(\alpha,\beta)} (x) = 2F_1 \left( \frac{1}{2} (\alpha + \beta + 1 - i\lambda), \frac{1}{2} (\alpha + \beta + 1 + i\lambda); \alpha + 1; -\sinh^2 t \right).$$

We can write the Fibonacci polynomials $F_n (x)$ in terms of Olver’s hypergeometric function as follows:

$$F_n (x) = \sqrt{\pi} \left( \frac{1}{2} - n \right)^{1/2} \phi_{-i\frac{n}{2}}\left( \arcsinh \left( \sqrt{1 + x^2} \right) \right).$$

Now, we have the following theorem which gives relations between Fibonacci polynomials and the associated Legendre functions, the Gegenbauer functions, the Jacobi functions respectively:

**Theorem 2.3.**

For the Fibonacci polynomials $F_n (x)$, we have

$$(i) \quad F_n (x) = \frac{\sqrt{\pi x}}{2 (x^2 + 4)^{1/4}} P_{\frac{n}{2} - 1} \left( -1 - \frac{x^2}{2} \right),$$

$$(ii) \quad F_n (x) = x \left( \frac{1}{n} \right) C_{\frac{n}{2} - 1} \left( -1 - \frac{x^2}{2} \right),$$

$$(iii) \quad F_n (x) = \phi_{-in} \left( \arcsinh \left( i \sqrt{1 + \frac{x^2}{4}} \right) \right).$$

**Proof:**

$$(i) \quad$$ Using Olver’s hypergeometric form of the Fibonacci polynomials (14) in relation (10), we arrive at this result.

$$(ii) \quad$$ Taking into consideration relations (10), (12) and (14), we obtain the desired result.

$$(iii) \quad$$ Taking into consideration relations (10), (13) and (14), we obtain the desired result.

3. Lucas Polynomials

In this section, we obtain Lucas differential equation and the hypergeometric form of the Lucas polynomials. Then, we give some relations between the Lucas polynomials and associated Legendre functions, Gegenbauer functions, Jacobi functions, respectively.
Theorem 3.1.

The Lucas polynomials $L_n(x)$ satisfy the differential equation

\[(x^2 + 4) y'' + xy' - n^2 y = 0.\]

Proof:

Combining the recurrence relations (3) and (4) for the Lucas polynomials $L_n(x)$ and after some calculations, we arrive at the desired result.

Theorem 3.2.

The hypergeometric form of the Lucas polynomials can be written as follows:

\[L_n(x) = \left(\frac{\sqrt{\pi}}{2}\right) F_1\left(-\frac{n}{2}, \frac{n}{2}; 1; 1 + \frac{x^2}{4}\right).\]

Proof:

For the Lucas polynomials $L_n(x)$, we can write

\[
\left(1 + \frac{x^2}{4}\right) L_n'' + \frac{x}{4} L_n' - \frac{n^2}{4} L_n = 0.
\]

Here, if we use the mapping $z = 1 + \frac{x^2}{4}$, then we get

\[z(1 - z) \frac{d^2 L_n}{dz^2} + \left(\frac{1}{2} - z\right) \frac{dL_n}{dz} + \frac{n^2}{4} L_n = 0.\]

Comparing the last equation with the hypergeometric differential equation (5), we obtain the constants

\[a = -\frac{n}{2}, \quad b = \frac{n}{2}, \quad c = \frac{1}{2}.\]

Since solutions of the hypergeometric differential equation are the hypergeometric functions $2F_1$, we get

\[L_n(z) = 2F_1\left(-\frac{n}{2}, \frac{n}{2}; 1; z\right).\]

Now, writing again $z = 1 + \frac{x^2}{4}$ in the solution, the proof is completed.

We can write the Lucas polynomials $L_n(x)$ in terms of Olver’s hypergeometric function as follows:

\[L_n(x) = \sqrt{\pi} F\left(-\frac{n}{2}, \frac{n}{2}; 1; 1 + \frac{x^2}{4}\right).\]  \hspace{1cm} (15)

The following theorem gives relations between Lucas polynomials $L_n(x)$ and the associated Legendre functions, the Jacobi functions respectively:

Theorem 3.3.

For the Lucas polynomials $L_n(x)$, we have
\( (i) \quad L_n(x) = \frac{\sqrt{\pi x}}{2} \left( x^2 + 4 \right)^{\frac{1}{2}} P_{\frac{n-1}{2}}^{\frac{1}{2}} \left( -1 - \frac{x^2}{2} \right), \)
\[ \]
\( (ii) \quad L_n(x) = \frac{x}{2} \phi_{ln}^\frac{1}{2} \left( \arcsinh \left( i \sqrt{1 + \frac{x^2}{4}} \right) \right). \)

**Proof:**

(i) Using Olver’s hypergeometric form of the Fibonacci polynomials (15) in relation (11), we get the result.

(ii) Taking into consideration relations (11), (13) and (15), the proof follows.

\[ \]

### 4. Conclusion

In this paper, we obtained a differential equation for the Fibonacci polynomials and the hypergeometric form of these polynomials via the hypergeometric differential equation and the Gaussian function. Similarly, we got a differential equation for the Lucas polynomials and the hypergeometric form of these polynomials. After some suitable transformations in these differential equations, we can find the Schrödinger equation and obtain that the potential is special form of the Pöschl-Teller potential. Finally, we derived the Fibonacci and the Lucas polynomials in terms of the Olver’s hypergeometric functions and gave some relations between these polynomials and some known functions such as Legendre, Gegenbauer, Jacobi.
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