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Abstract

Deriving discrete analogues (Discretization) of continuous distributions has drawn attention of re-
searchers, in recent decades. Discretization has been playing a key role in modeling life time data
because in real world, most of original life time data are continuous while they are discrete in
observation. In this paper, we introduce three new two-stage composite discretization methods to
meet the need of fitting discrete-time reliability and survival data sets. All three proposed methods
consist of two stages where using construction a new continuous random variable by underlying
continuous random variable in the first stage and so based on maintaining hazard rate function in
the second stage, discretization do. In the first two methods, hazard rate functions of discrete ana-
logues are decreasing and increasing, respectively, and in the third method with this condition that
there is maximum of underlying continuous distribution pdf, hazard rate function of discrete ana-
logue and pdf of its continuous version have the opposite behavior. Therefore hazard rate functions
of discrete analogues obtained by this method can be increasing, U-shaped or modified unimodal.
Notice that an important advantage of proposed methods is that obtained discrete analogues have
monotonic and non-monotonic hazard rate functions. Finally, these proposed methods have been
used for approximating the reliability of an important engineering item where exact determination
of survival probability is analytically intractable. We then proceed to a comparative study between
the discretizing method that retains the form of survival function and ours that indicates our meth-
ods are in no way less efficient.
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model; Survival
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1. Introduction

For some reasons including:

1) Almost always the observed values are actually discrete even if sample is get from a continuous
distribution since they are measured to only a finite number of decimal places.

2) precision of measuring instrument or to save space.

3) In survival analysis the survival function may be a function of count random variable that is a
discrete version of underlying continuous random variable.

4) In stress-strength analysis, a component (or system) encounters a random stress during its func-
tioning and has inherent variable strength that makes it operational only when the strength is greater
than the stress. The chance that it operates successfully is termed: reliability. Usually, if the dis-
tributions of strength and stress are known, then the reliability can be obtained using ordinary
transformation techniques. However, when the functional relationships of strength and stress are
complex, such analytical techniques are intractable. In this case the exact solution is not avail-
able, some alternative techniques must be adopted to arrive at a close approximation for the actual
reliability. They include i) Taylor-Series methods, ii) Monte-Carlo simulation methods, iii) nu-
merical integration methods and iv) discretization techniques. In this paper, we introduce three
new two-stage composite discretization methods and use them for approximating reliability. For
study as other techniques, we refer to Shayib and Haghighi (2013), Shayib and Haghighi (2011)
and Haghighi and Shayib (2010).

It is reasonable and convenient to model the situation by an appropriate discrete distribution gen-
erated from the underling continuous models.

A continuous random variable may be characterized either by its pdf, cdf, moments, hazard rate
functions etc. Basically construction of a discrete analogue from a continuous distribution is based
on the principle of preserving one or more characteristic property of the continuous one.

So, there can be different ways of discretizing a continuous distribution, though, depending on the
property we want to preserve. Chakraborty (2015) provided a survey of discretization methods.

In this paper, we introduce three new two-stage composite discretization methods. In the first two
methods, hazard rate functions of discrete analogues are decreasing and increasing, respectively,
and in the third method with this condition that there is maximum of underlying continuous dis-
tribution pdf, hazard rate function of discrete analogue and pdf of its continuous version have the
opposite behavior. Therefore hazard rate functions of discrete analogues obtained by this method
can be increasing, U-shaped or modified unimodal. Notice that an important advantage of pro-
posed methods is that obtained discrete analogues have monotonic and non-monotonic hazard rate
functions.

There are many advantages using discrete values over continuous or mixed-type ones; through dis-
cretization, indeed, data can be not only reduced and simplified but they can also become easier
to understand, use, and explane for both users and experts (see, e.g., Liu et al, 2002 ). In general,
results (e.g., decision trees, induction rules) obtained using discrete features are usually more com-
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pact, shorter and more accurate than using continuous ones, hence the results can be more closely
examined, compared, used and reused.

The reminder of the paper is organized as follows: three new methodologies for discretization
are discussed in Sections 2, 3, and 4. In Section 5 proposed methodologies have been used for
approximating the reliability of complex systems where exact determination of survival probability
is analytically intractable. Section 6 provides conclusions.

2. Methodology I

This methodology is two-stage, in the first stage continuous random variable X with cdf FX(x)

and support [0,+∞) is used to construct a new continuous random variable X1 having hazard rate
function hX1

(x) = e−FX(x), (x ≥ 0). Notice that according to the following theorem hX1
(x) can be

hazard rate function of a continuous distribution.

Theorem 2.1.

Let h : [0,∞) → [0,∞) be a piecewise continuous function and
∫∞
0 h(x)dx = ∞, then F (x) =

1− e−
∫ x
0
h(t)dt, x ∈ [0,∞), is a cdf for a continuous distribution on [0,∞).

Proof:

Since each piecewise continuous function is Riemann integrable and for each Riemann integrable
function h, the function H(x) =

∫ x
0 h(t)dt is continuous. On the other hand, because of continuity

of the exponential function and followed by composition of continuous functions, it results that
F (x) is a continuous function. It is also clear that F (0) = 0 and as x→∞, F (x)→ 1. Finally, since
d
dxF (x) ≥ 0, therefore F (x) is a nondecreasing function and so has all the necessary and sufficient
conditions for a cumulative distribution function. �

Notice according to definition hX1
(x), it is clear that 1

e ≤ hX1
(x) ≤ 1, hence by using squeeze

theorem, results that
∫∞
0 hX1

(x)dx = ∞. Also notice since FX(x) and ex are increasing functions,
hence hX1

(x) is decreasing.

Then in the second stage, a discrete analogue Y of X1 is derived by using following methodology
where hazard rate function of Y retains the form of hazard rate function of X1.

If the underlying continuous random variable X1 has survival function SX1
(x) = P (X1 ≥ x) and

hazard rate function hX1
(x) =

fX1
(x)

SX1
(x) , then the survival function of discrete analogue Y is given by

P (Y ≥ k) = (1− hX1
(1))(1− hX1

(2))...(1− hX1
(k − 1)), k = 1, 2, ...,m.

The corresponding pmf is then given by

P (Y = k) = hX1
(k)SY (k)

=


hX1

(0), k = 0,

(1− hX1
(1))(1− hX1

(2))...(1− hX1
(k − 1))hX1

(k), k = 1, 2, ..,m,

0, otherwise.

(1)
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Note that here the range of Y that is value of m (m need not be finite) is determined so that
satisfies the condition 0 ≤ hX1

(y) ≤ 1 (since hY (y) = hX1
(y) and discrete hazard rate function is

always bounded above by 1). Now if we have pY (y), obtained via (2.1), such that
∑

y pY (y) 6= 1,
then we shall multiply every pY (y) by the positive constant ω that will ensure the total probability
equals to 1. Such a choice of ω will not affect the functional form of the hazard rate function. This
methodology was highlighted by Roy and Ghosh (2009) but was in fact used by Stein and Dattero
way back in 1984.

Now, by using methodology (2.1), the resulting pmf of Y in new methodology is

pY (y) =


ω, y = 0,

ωe−FX(y)
∏y−1
i=1 (1− e−FX(i)), y = 1, 2, ..,m,

0, otherwise,

where m can be finite or infinite since hX1
(x) is always between zero and one.

Example 2.2 (Discrete exponential distribution (Type I)).

The exponential distribution has always figured prominently in examination papers on mathemat-
ical statistics, largly because of its simple mathematical form. Reliability theory and reliability
engineering also make extensive use of the exponential distribution.

If X follows the exponential distribution with parameter λ, then FX(x) = 1 − e−λx, x ≥ 0 and the
pmf of its discrete exponential distribution (Type I) is as

pY (y) =


ω, y = 0,

ωee
−λy−1∏y−1

i=1 (1− ee−λi−1), y = 1, 2, ..,m,

0, otherwise.

Example 2.3 (Discrete Burr XII distribution (Type I)).

Burr XII distribution has been used extensively to model franchise deductible premium, fixed
amount deductible premium and disappearing deductible (Burnecki et al., 2004). Also Burr XII
distribution coverage area on a specific plane is occupied by various well-known, useful distribu-
tions in survival analysis including Weibull and logistic distributions.

The continuous Burr XII distribution has cdf FX(x) = 1 − (1 + xc)−p, x > 0 and its discrete
analogue has hazard rate function and pmf, respectively, as

hY (y) = e(1+y
c)−p−1, y = 1, 2, 3, ...

and

pY (y) = ωe(1+y
c)−p−1

y−1∏
i=1

(1− e(1+ic)−p−1), y = 1, 2, 3, ....
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3. Methodology II

In this method, in the first stage a new continuous random variable X1 having hazard rate func-
tion hX1

(x) = 2FX(x)
1+FX(x) by using continuous random variable X with cdf FX(x) and support

[0,+∞) construct. Notice that using comparison test, since for x ≥ median, 2
3 < 2F (x)

1+F (x) , hence∫∞
median

2F (x)
1+F (x)dx = ∞ and so

∫∞
0

2F (x)
1+F (x)dx = ∞. Therefore according to Theorem 2.1, hX1

(x) can
be hazard rate function of a continuous distribution.

Then in the second stage, a discrete analogue Y of X1 is derived by using methodology (2.1). Also
notice because FX(x) is increasing function, discrete distributions obtained in this methodology
have increasing hazard rate functions and also since hX1

(x) is always between zero and one, support
of Y can be finite or infinite.

Example 3.1 (Discrete exponential distribution (Type II)).

If X follows the exponential distribution with parameter λ, then the pmf and hazard rate function
of its discrete exponential distribution (Type II) obtained by methodology II are, respectively, as

pY (y) =


ω, y = 0,

ω 2(1−e−λy)
2−e−λy

∏y−1
i=1

e−λi

2−e−λi , y = 1, 2, ..,m,

0, otherwise,

and

hY (y) =
2(1− e−λy)

2− e−λy
, y = 1, 2, 3, ...,m.

Example 3.2 (Discrete Burr XII distribution (Type II)).

If X follows the Burr XII distribution, then discrete Burr XII distribution (Type II) obtained by
methodology II has the pmf and hazard rate function, respectively, as

pY (y) = w
2(1− (1 + yc)−p)

2− (1 + yc)−p

y−1∏
i=1

(1 + ic)−p

2− (1 + ic)−p
, y = 1, 2, 3, ...,m,

and

hY (y) =
2(1− (1 + yc)−p)

2− (1 + yc)−p
, y = 1, 2, 3, ...,m.

4. Methodology III

In this method, in the first stage continuous random variable X with cdf FX(x) and support [0,+∞)

is used to construct a new continuous random variable X1 having hazard rate function hX1
(x) =

1
fX(x)+1 , (x ≥ 0). Notice that using comparison test, if there is maxx≥0 fX(x), then for x ≥ 0,

1
maxx≥0 fX(x)+1 <

1
fX(x)+1 hence

∫∞
0

1
fX(x)+1dx =∞ and therefore according to Theorem 2.1 hX1

(x)

can be hazard rate function of a continuous distribution.
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Again in the second stage using methodology (2.1) obtain a discrete analogue Y of X1. According
to definition of hX1

(x) and methodology (2.1), hazard rate function of Y is increasing (decreasing)
on (a, b), a, b ∈ R+ if and only if fX(x) be decreasing (increasing) on same interval.

Example 4.1 (Discrete exponential distribution (Type III)).

If X follows the exponential distribution with parameter λ, then the pmf of its discrete exponential
distribution (Type III) obtained by methodology III is

pY (0) =
ω

λ+ 1
, pY (y) = ω

1

λe−λy + 1

y−1∏
i=1

(
λe−λi

λe−λi + 1

)
, y = 1, 2, 3, ...

and its hazard rate function is increasing.

Example 4.2 (Discrete gamma distribution).

If X follows gamma distribution, then the pmf of its discrete distribution obtained by methodology
III is

pY (y) = ω
Γ(α)

βαyα−1e−βy + Γ(α)

y−1∏
i=1

(
1− Γ(α)

βαiα−1e−βi + Γ(α)

)
, y = 1, 2, 3, ...

and its hazard rate function is U-shaped if α > 1.

Example 4.3 (Discrete log-Cauchy distribution).

The log-Cauchy distribution can be used to model certain survival processes where significant
outliers or extreme results may occur (see Lindsey (2004), Mode and Sleeman (2000)). An example
of a process where a log-Cauchy distribution may be an appropriate model is the time between
someone becoming infected with HIV virus and showing symptoms of the disease, which may be
very long for some people.

The log-Cauchy distribution has pdf

f(x) =
1

πx

(
σ

(lnx− µ)2 + σ2

)
, x > 0 ,

where µ is a real number and σ > 0. The pdf of log-Cauchy distribution is modified U-shaped.

Discrete log-Cauchy distribution obtained using methodology III has pmf as

pY (y) = ω
πy((ln y − µ)2 + σ2)

σ + πy((ln y − µ)2 + σ2)

y−1∏
i=1

(
σ

σ + πi((ln i− µ)2 + σ2)

)
, y = 1, 2, 3, ...

and modified unimodal hazard rate function.

5. An Application of the Proposed Methods

Let f1(x1, ..., xn) and f2(y1, ..., ym) be strength and stress functions respectively of a system, where
xi and yi are random variables of a complex system. Then the reliability of the system is given by

R = P (f1(x1, ..., xn) > f2(y1, ..., ym)).
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The functional relationship of the components to the stress or strength of a system is usually very
complex and, in such cases, the derivation of the exact continuous distributions of stress and/or
strength are not feasible. Consequently, the evaluation of exact reliability can not be provided. In
case the exact solution is not available, some alternative techniques must be adopted to arrive at
a close approximation for the actual reliability. Four techniques have been used so far to approxi-
mate the distribution of a complex function include Taylor-series methods, Monte-Carlo simulation
methods, numerical integration methods and discretization techniques. A brief review of the first
three methods is given in Evans (1975). The fourth method is due to Taguchi (1978).

Here, we can use the new discretization methodologies proposed in this paper as alternative meth-
ods to approximate the system reliability based on the fourth technique. Under the fourth technique,
we can approximate R as

R '
∑

...
∑ n∏

i=1

P (Xdi = xdi)×
m∏
j=1

P (Ydj = ydj )× I(f1(xd1 , ..., xdn) > f2(yd1 , ..., ydm)),

where I(E) is an indicator function which takes the value 1 if the event E is true, and the value 0

otherwise. The summation extends over all possible choices of xdi and ydj where Xdi and Ydj are
respectively the discretized versions of Xi and Yj for i = 1, .., n and j = 1, ...,m.

For demonstration purpose, we take the example of hollow cylinder (English et al., 1996). In many
practical applications, shafts transmit power. The maximum shear stress of a hollow cylinder is a
function of torque M applied to it, and inner diameter (b) and outer diameter (a). The shear stress
is given as

Y =
16M.a

π.(a4 − b4)
.

If strength, S, follows exponential distribution with parameter λS , M , a and b follow exponential
distribution with parameters λM , λa and λb, respectively, then the reliability of hollow cylinder is
given by P (S > Y ) can be approximated using methodologies I, II, III. To reduce the range of
discrete analogues, consider the 5-point and 9-point discretizations, x, y1, y2 and y3 take the values
1 to m, m = 5 or 9, with an increment of 1.

Notice when strength and components to stress follow exponential diatribution, proposed methods
are preferable to methodology (2.1) because in the methodology (2.1) to determine the support
of discrete analogue maintaining condition 0 ≤ hX(x) ≤ 1 is needed and on the other hand for
exponential distribution hX(x) = λ, therefore only for 0 ≤ λ ≤ 1, methodology (2.1) can be used
for discretization.

Here we compare the proposed methods with following discretization method that preserves the
survival function.

If the underlying continuous random variable X has the survival function SX(x) = 1−FX(x), then
the random variable Y = [X] = the largest integer less or equal to X, will have the pmf

P (Y = y) = P (y ≤ X < y + 1) = FX(y + 1)− FX(y)

= SX(y)− SX(y + 1), y = 0, 1, 2, . . . (2)
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Following this approach, Nakagawa and Osaki (1975) discretized the Weibull distribution. Roy
(2003, 2004) considered discrete normal and Rayleigh distributions. Krishna and Punder (2009)
discretized Burr and Pareto distributions.

Result comparisons of these four methodologies for different values of λS and λM = λa = λb =
1
2 , 1 and 2 are shown in Tables 1, 2 and 3. As the Tables show, of four methodologies (I, II, III
and (5.1)), for various values of λS , if parameters of exponential distributions of components to
the stress are less than one, methodology (5.1) and if they are greater than one or equal to one,
methodology I yield the least absolute deviations for estimate of reliability. Furthermore if param-
eters of exponential distributions of components to the stress are less than one or equal to one,
in the methodologies I and (5.1), 9-point approximations are better than 5-point approximations
and in the methodologies II and III, 5-point and 9-point approximations have little difference but
if parameters of exponential distributions of components to the stress are greater than one, in the
methodology I, 5-point approximations are better than 9-point approximations and in the method-
ologies II, III and (5.1), 5-point and 9-point approximations have little difference.

6. Conclusion

The discretization of a continuous distribution using different methods has attracted renewed at-
tention of researchers in last few years. This paper was aimed at providing three new methods
for discretization of continuous probability distributions. All three proposed methods consist of
two stages where using construction new continuous random variable by underlying continuous
random variable in the first stage and so based on maintaining hazard rate function in the second
stage, discretization done. Discretization using proposed methods obtained discrete analogues with
increasing, decreasing, U-shaped and modified unimodal hazard rate functions. Notice that an im-
portant advantage of proposed methods is that obtained discrete analogues have monotonic and
non-monotonic hazard rate functions.

An application of discretization has also been undertaken for approximating reliability under a
stress-strength model. In approximating reliability of hollow cylinder, an important engineering
item, if strength and components to the stress follow exponential distribution, then proposed meth-
ods in this paper are preferable to methodology (2.1) (methodology that retain hazard rate func-
tion), because in the methodology (2.1) to determine the support of discrete analogue maintaining
condition 0 ≤ hX(x) ≤ 1 is needed and on the other hand for exponential distribution hX(x) = λ,
therefore only for 0 ≤ λ ≤ 1, methodology (2.1) can be used for discretization.

So four methodologies (I, II, III and methodology that retain survival function (5.1)) were used for
approximating reliability. Of four methodologies, for various values of parameter of distribution
of strength, if parameters of exponential distributions of components to the stress are less than
one methodology (5.1) and if are greater than one or equal to one, methodology I is more accurate.
Furthermore if parameters of exponential distributions of components to the stress are less than one
or equal to one, in the methodologies I and (5.1), 9-point approximations are better than 5-point
approximations and in the methodologies II and III, 5-point and 9-point approximations have little
difference but if parameters of exponential distributions of components to the stress are greater
than one, in the methodology I, 5-point approximations are better than 9-point approximations and
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in the methodologies II, III and (5.1), 5-point and 9-point approximations have little difference.
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